
WFIRST Special Session:
Survey Complementarity

Rachel Bean 
Cornell University



2Rachel Bean AAS WFIRST Special Session Jan 2016

Understanding why the universe is accelerating

• Aim: Connect phenomenological constraints to rich theoretical
space with implications across many different environs

• Use distinct cosmological techniques
1. Standard candles (SN)
2. Standard rulers (CMB/BAO)
3. Clustering of non-relativistic tracers 
4. Motion of non-relativistic tracers
5. Lensing distortion of light

• Cover distinct redshifts and tracers
– z~0-3
– LRGs, ELGs, QSOs, Lya, dwarf galaxies, CMB, clusters

• Leverage distinct systematics
– Different wavelengths 
– Spectroscopic precision vs Photometric speed
– Overlapping survey areas, different depths and wavelengths
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Towards understanding gravity on cosmic scales

• Non-relativistic: Galaxy positions & 
motions

– Sensitive to ψ ~ Gmat

– Biased tracer 
– Can be measured at specific z

• Gmatter ≠1: can be mimicked by 
additional, dark sector clustering

• Relativistic: Weak lensing, CMB lensing 
& ISW

– Sensitive to (φ+ψ): Glight

– Direct tracer of potential, 

– Integrated line of sight info

• Glight/Gmatter≠1: not easily mimicked. 
– potential smoking gun for 

modified gravity?

Masamune et al 2010

for both the LSST DESC and MS-DESI. Modifications to GR include the presence of extra degrees of
freedom (e.g. Carroll et al. (2004)), massive gravitons (e.g. Hinterbichler (2012)), gravity pervading extra
dimensions (e.g. Dvali et al. (2000)), and those which attempt to resolve the fine tuning cosmological
constant problem through degravitation (Dvali et al. 2007; de Rham et al. 2008).

In stark contrast to ⇤ and quintessence, modifications to gravity can have marked effects on both the growth
of large scale structure and the background expansion. It is common that models that modify GR are able to
reproduce the distance measurements but alter the growth of large scale structure, opening up the possibility
of testing and discriminating between the different theories. Generically, the Poisson equation relating
over-densities to gravitational potentials is altered and the potential that determines geodesics of relativistic
particles, in terms of the Newtonian gauge potentials (�+ )/2, differs from that that determines the motion
of non-relativistic particles,  . Creating �/ 6= 1 during an accelerative era is extraordinarily difficult in
fluid models of dark energy (Hu 1998). Measuring it, therefore, could be a smoking gun of a deviation from
GR. In Zhang et al. (2007b) we proposed a way to constrain �/ , by contrasting the motions of galaxies
and the lensing distortions of light from distant objects that LSST and MS-DESI data will be idea for.

Bean and her group have developed software based on the publicly available CAMB and CosmoMC codes
(Lewis et al. 2000; Lewis & Bridle 2002) to perform likelihood analyses and forecasting for generic pho-
tometric and spectroscopic surveys (Bean & Tangmatitham 2010; Laszlo et al. 2011; Kirk et al. 2011;
Mueller & Bean 2013). This includes peculiar velocity, weak lensing and galaxy clustering correlations
and cross-correlations with the CMB. The code models dark energy and modified gravity using a variety
of phenomenological parameterizations, including the equation of state w(z), the Hubble expansion rate
H(z), the logarithmic growth factor, fg(z), and its exponent, �(z), and a parameterization directly related
to modifications of the perturbed Einstein equations, Gmatter(z, k) and Glight(z, k),

k2 = �4⇡Gmattera
2⇢� , k2( + �) = �8⇡Glighta

2⇢� , (1)

where ⇢ is background density, k is comoving spatial, a, the scale factor and � is the rest-frame, gauge
invariant, matter perturbation. It includes general parameterizations for galaxy bias and intrinsic alignments
(Hirata & Seljak 2004; Laszlo et al. 2011), a simple, Gaussian model for photometric redshift errors and
nonlinear model based on the ⇤CDM-modeled Halofit algorithm (Smith & Zaldarriaga 2011).

Proposed work: This existing software will be modularized and documented to integrate into the LSST
DESC and MS-DESI analysis pipelines. Three specific projects to enhance the software are described in
sections C.1-C.3. The improvements will ensure that the analysis pipelines are able to meet the required
level of both theoretical modeling and survey-specific systematic error characterization necessary to define
science requirements. When Stage III data is made public, expected on this proposal’s timeframe, we
will analyze the data using this software pipeline, and integrate improvements in the intrinsic alignment,
photometric error and nonlinear modeling into the code.

C.1. Detailed ties between dark energy theory and LSST and MS-DESI observations

While the phenomenological parameterizations outlined above help translate observations into broad dark
energy characteristics, more needs to be be done to connect the data further to dark energy theory and
astrophysically relevant modifications to GR. Many classes of modified gravity theories are described by
the general “Horndeski” action, the most general theory of a scalar field coupled to gravity for which the
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Proposal: Contrast both can get at Glight/Gmatter (Zhang et al 2007)
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Complementary tracers for testing gravity

• Non-relativistic: Galaxy positions & 
motions

– Sensitive to ψ ~ Gmat

– Biased tracer 
– Can be measured at specific z

• Gmatter ≠1: can be mimicked by 
additional, dark sector clustering

• Relativistic: Weak lensing, CMB lensing 
& ISW

– Sensitive to (φ+ψ): Glight

– Direct tracer of potential, 

– Integrated line of sight info

• Glight/Gmatter≠1: not easily mimicked. 
– potential smoking gun for 

modified gravity?

Masamune et al 2010
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Proposal: Contrast both can get at Glight/Gmatter (Zhang et al 2007)
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Complications: Photometric redshifts

• Quicker (more galaxies) and concurrent with 
imaging, but less accurate than spectral z

• Challenge to refine photo-z estimates given 
disparate and incomplete spectroscopic samples

• Redshift probability distribution dispersed and 
biased relative to the true spectroscopic z.

10 Dahlen et al.

Fig. 4.— The mean biasz in the photometric redshift determinations for the H-selected catalog. Results are shown for all individual codes,
as well as the median of all codes and the median of the five codes with the smallest scatter. Error bars represent the error in the mean.

with the ACS z-band selected catalog (Table 3), we find
that the scatter is similar for each code. This is not unex-
pected since most of the photometry in the two cases are
based on the same images, only the NIR bands differ. In
more detail, the scatter for 9 of the 11 codes and the out-
lier fraction for 7 of the 11 codes are lower in the H-band
selected catalog compared to the z-band selected. This
slight improvement is consistent with the expected better
performance for a NIR selected catalog combined with the
extra depth and number of bands when replacing ISAAC
J and H by WFC3 F098M/F105W, F125W and F160W.
The biasz shows similar trends in the two catalogs, with

deviations that are statistically inconsistent with being
zero, but the absolute values are small compared to the
scatter, σO.
Since the CANDELS survey is foremost an infrared sur-

vey for which planned catalogs are to be selected in the
WFC3 infrared bands, we will concentrate our investiga-
tion on the H-band selected galaxy sample.

4.2. Photometric redshift accuracy as a function of
magnitude

It is important to note that the photometric redshift
accuracy reported for any survey may not be representa-
tive of the actual sample of galaxies for which photometric
redshifts are derived. The reason being that the scatter is
calculated using a subsample of galaxies with spectroscopic
redshifts that in most cases are significantly brighter, and
in many cases at lower redshift, compared to the full galaxy
sample. Since fainter galaxies have larger photometric er-
rors and may be detected in fewer bands, we expect that
the errors on the photometric redshifts increase for these
objects (e.g., Hildebrandt et al. 2008). As an example
of the magnitude and redshift dependence on the photo-
metric redshifts, Ilbert et al. (2009) report for the COS-
MOS survey σNMAD=0.007 and OLF=0.7% for a sample
of galaxies at redshift z < 1.5 brighter than i+AB =22.5.
At fainter magnitudes and higher redshift, they report
σNMAD=0.054 and OLF=20% for galaxies with redshift
1.5 < z < 3 brighter than i+AB ∼25, illustrating the signif-

icance of this effect.
To quantify the magnitude dependence of the photo-

metric redshifts, we divide the spectroscopic sample from
the H-band selected catalog into two magnitude bins with
equal number of objects, one brighter and one fainter than
m(H)=22.3. We find that the scatter in the median photo-
metric redshift increases from σO=0.027 to σO=0.034 and
the outlier fraction decreases from 3.1% to 2.7% when go-
ing from the bright to the faint subsample. The difference
is small, reflecting the relative brightness of both subsam-
ples. As a comparison, we find the that faint spectroscopic
subsample has a medianm(H)=23.2, significantly brighter
than the median magnitude of the full sample, which is
m(H)=25.7.
To visualize the behavior of photometric redshifts down

to faint magnitudes, we plot in Figure 5 the scatter be-
tween the eleven individual codes and the median of all
codes. Each panel shows about ∼6000 objects with signal-
to-noise >10. We do not know how well the median repre-
sents the true redshifts at these magnitudes, but the plot
illustrates that there are some substantial biases in a num-
ber of codes. For example, codes 2A, 5D, and 8F have a
fairly prominent population at higher redshift compared
to the median. Potentially due to the aliasing between
the Lyman and the 4000Å breaks these codes more often
chose the higher redshift solution compared to the median.
Again, we note that the median we compare to is not nec-
essarily the most correct solution.
To check the magnitude dependence for the full galaxy

sample in some more detail, we plot in Figure 6, the com-
parison between the five codes with the lowest scatter (3B,
6E, 7C, 11H, and 13C) and the median of all codes in
three magnitude bins, m(H) <24, 24< m(H) <26, and
26< m(H) <28. It is clear from the figure that the scatter
increases at fainter magnitudes (note that we plot the same
number of objects, ∼3000, in each panel). To quantify the
magnitude dependence, we calculate the mean scatter be-
tween the individual codes and the median in the three
magnitude bins and find σO=0.040, 0.048, and 0.055, re-
spectively. For the fraction of outliers, we find for the three
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Fig. 2.— Comparison between photometric and spectroscopic redshifts for a sample of 589 WFC3 H-band selected galaxies with highest
quality spectra. Figure shows codes as listed in Table 1. Bottom right panel shows the result after taking the median of the five codes with
the lowest scatter.

Fig. 3.— The rms after excluding outliers (σO) and outlier fractions for the different codes. The five codes with the lowest combination of
scatter and outlier fractions are plotted in red. Black star symbols show the median of all codes, while the red stars show the median of the
five codes with the smallest scatter.
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Complications: Lensed galaxies

• Lensing distorts observed volume and 
magnifies faint galaxies (Moessner & Jain 1997)

• Number depends on slope of luminosity 
function of galaxies in survey sample.

• Galaxy correlations must factor this in

Wolf et al 2003

B. Joachimi and S. L. Bridle: Simultaneous measurement of cosmic shear and galaxy number density correlations

2000; Lee & Pen 2000; Catelan et al. 2001; Crittenden et al.
2001; Jing 2002; Mackey et al. 2002; Hirata & Seljak 2004;
Bridle & Abdalla 2007; Schneider & Bridle 2010), as well as
the alignment of the spin or the shape of a galaxy with its own
dark matter halo (e.g. Pen et al. 2000; van den Bosch et al. 2002;
Okumura et al. 2009; Okumura & Jing 2009; Brainerd et al.
2009; see also Schäfer 2009). Intrinsic alignments have
also been investigated observationally, where non-vanishing
II and GI signals have been detected in several surveys
(Brown et al. 2002; Heymans et al. 2004; Mandelbaum et al.
2006; Hirata et al. 2007; Brainerd et al. 2009).

The results of both theoretical studies and observations show
large variations, but most are consistent with a contamination of
the order 10% by both II and GI correlations for future surveys
that further divide the galaxy sample into redshift slices (cosmic
shear tomography). Hence, the control of intrinsic alignments in
cosmic shear studies is crucial to obtain unbiased results on cos-
mological parameters. Accurate models would solve the prob-
lem, but progress is hampered due to the dependence of intrin-
sic alignments on the intricacies of galaxy formation and evolu-
tion within their dark matter environment. Currently, the level of
models is crude, and partly only motivated phenomenologically
(see e.g. Schneider & Bridle 2010 for recent progress).

The II contamination can be controlled relatively eas-
ily by excluding close pairs of galaxies from the analy-
sis (King & Schneider 2002, 2003; Heymans & Heavens 2003;
Takada & White 2004). Joachimi & Schneider (2008, 2009) in-
troduced a nulling technique which transforms the cosmic shear
data vector and discards all entries of the transformed data set
that are potentially contaminated by the GI signal. While this
approach only relies on the well-known redshift dependence
of gravitational lensing, King (2005) projects out the GI term
by making use of template functions. Furthermore the work
by Mandelbaum et al. (2006) and Hirata et al. (2007) suggests
that the intrinsic alignment may be dominated by luminous red
galaxies which could be eliminated from the cosmic shear cat-
alogues. All these removal techniques require excellent redshift
information, and still they can cause a significant reduction in
the constraints on cosmology.

Deep imaging surveys not only provide information about
the shape of galaxies, but allow in addition for a measurement of
galaxy number densities, as well as cross-correlations between
shape and number density information. This substantial exten-
sion of the set of observables increases the cosmological infor-
mation to be extracted and, more importantly, enables one to in-
ternally calibrate systematic effects (Hu & Jain 2004; Bernstein
2009). By adding galaxy number density information one adds
signals that are capable of pinning down the functional form of
intrinsic alignments, but one also introduces as another system-
atic, the galaxy bias, which quantifies the lack of knowledge
about how galaxies, i.e. the visible baryonic matter, follow the
underlying dark matter distribution.

It is the scope of this work to elucidate the perfor-
mance of a joint analysis of galaxy shape and number den-
sity information as regards the ability to constrain cosmo-
logical parameter in presence of general and flexible mod-
els of intrinsic alignments and galaxy bias. In doing so we
incorporate several cosmological signals which have been
considered before as promising probes of cosmology them-
selves, including galaxy clustering from photometric red-
shift surveys (Blake & Bridle 2005; Dolney et al. 2006; Zhan
2006; Blake et al. 2007; Padmanabhan et al. 2007) galaxy-
galaxy lensing (e.g. Schneider & Rix 1997; Guzik & Seljak
2001, 2002; Seljak 2002; Seljak et al. 2005; Yoo et al. 2006;

Johnston et al. 2007; Cacciato et al. 2009) and lensing mag-
nification (Broadhurst et al. 1995; Zhang & Pen 2005, 2006;
van Waerbeke 2010). We follow the ansatz outlined in Bernstein
(2009) and extend the investigation by Bridle & King (2007)
who considered the residual information content in galaxy shape
correlations after marginalising over the parameters of two log-
linear grid models representing the II and GI terms. We quantify
the cross-calibration properties of the joint set of observables
and determine the requirements on cosmological surveys to effi-
ciently apply this joint approach.

This paper is organised as follows: In Sect. 2 we give an
overview on the two-point correlations that form part of the
galaxy shape and number density observables, and we derive
their explicit form. Two appendices provide further details.
Section 3 demonstrates how we model the different signals and
their dependence on cosmology. We introduce a general grid
parametrisation for the intrinsic alignments and the galaxy bias.
Furthermore we summarise our Fisher matrix formalism and the
figures of merit we employ. In Sect. 4 we present our results on
the dependence of the parameter constraints on the freedom in
the model of intrinsic alignments and galaxy bias, the character-
istics of the redshift distributions, and the priors on the different
sets of nuisance parameters. Finally, in Sect. 5 we summarise our
findings and conclude.

2. Two-point correlations from cosmological
surveys

Cosmological imaging surveys observe the angular positions and
the projected shapes of huge numbers of galaxies over increas-
ingly large areas on the sky. In addition, by means of multi-
colour photometry, it is possible to perform a tomographic anal-
ysis, i.e. obtain coarse information about the line-of-sight dimen-
sion in terms of photometric redshifts (photo-z). From the galaxy
shapes in a given region of space, one can infer the ellipticity

ϵ(i)(θ) = γ(i)G (θ) + γ
(i)
I (θ) + ϵ

(i)
rnd(θ) , (1)

where the superscript in parentheses assigns a photo-z bin i.
The observed ellipticity ϵ has contributions from the gravita-
tional shear γG and an intrinsic shear γI, which is caused by
the alignment of a galaxy in its surrounding gravitational field.
Moreover, ϵ is assumed to have an uncorrelated component ϵrnd,
which accounts for the purely random part of the intrinsic orien-
tations and shapes of galaxies. Note that (1) is only valid if the
gravitational shear is weak, see e.g. Seitz & Schneider (1997);
Bartelmann & Schneider (2001) and for certain definitions of el-
lipticity.

Likewise, the positions of galaxies can be used to construct
an estimate of the number density contrast

n(i)(θ) = n(i)m (θ) + n(i)g (θ) + n(i)rnd(θ) , (2)

which is determined by the intrinsic number density contrast
of galaxies ng and the alteration of galaxy counts due to lens-
ing magnification nm. An uncorrelated shot noise contribution is
added via nrnd. In contrast to ϵ(i)(θ) the number density contrast
n(i)(θ) can obviously not be estimated from individual galaxies.
One can understand n(i)(θ) as the ensemble average over a hypo-
thetical, Poisson-distributed random field of which the observed
galaxy distribution is one particular representation. The formal
relation between the projected number density contrast as used
in (2) and the three-dimensional galaxy number density fluctua-
tions will be provided below, see (12).

2

Cninj = Cgigj + Cgimj + Cmigj + Cmimj

Measured Unlensed
galaxies

Lensed galaxy 
contributions
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Complications: Intrinsic alignments

• Galaxy Intrinsic shapes are aligned in their host halo

• Observed shape correlations include both lensed and intrinsic terms

• The amplitude of intrinsic alignments is a function galaxy type, luminosity and 
redshift – currently leads to factor 4 uncertainty in % z~1 red galaxies 

B. Joachimi and S. L. Bridle: Simultaneous measurement of cosmic shear and galaxy number density correlations
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The results of both theoretical studies and observations show
large variations, but most are consistent with a contamination of
the order 10% by both II and GI correlations for future surveys
that further divide the galaxy sample into redshift slices (cosmic
shear tomography). Hence, the control of intrinsic alignments in
cosmic shear studies is crucial to obtain unbiased results on cos-
mological parameters. Accurate models would solve the prob-
lem, but progress is hampered due to the dependence of intrin-
sic alignments on the intricacies of galaxy formation and evolu-
tion within their dark matter environment. Currently, the level of
models is crude, and partly only motivated phenomenologically
(see e.g. Schneider & Bridle 2010 for recent progress).

The II contamination can be controlled relatively eas-
ily by excluding close pairs of galaxies from the analy-
sis (King & Schneider 2002, 2003; Heymans & Heavens 2003;
Takada & White 2004). Joachimi & Schneider (2008, 2009) in-
troduced a nulling technique which transforms the cosmic shear
data vector and discards all entries of the transformed data set
that are potentially contaminated by the GI signal. While this
approach only relies on the well-known redshift dependence
of gravitational lensing, King (2005) projects out the GI term
by making use of template functions. Furthermore the work
by Mandelbaum et al. (2006) and Hirata et al. (2007) suggests
that the intrinsic alignment may be dominated by luminous red
galaxies which could be eliminated from the cosmic shear cat-
alogues. All these removal techniques require excellent redshift
information, and still they can cause a significant reduction in
the constraints on cosmology.

Deep imaging surveys not only provide information about
the shape of galaxies, but allow in addition for a measurement of
galaxy number densities, as well as cross-correlations between
shape and number density information. This substantial exten-
sion of the set of observables increases the cosmological infor-
mation to be extracted and, more importantly, enables one to in-
ternally calibrate systematic effects (Hu & Jain 2004; Bernstein
2009). By adding galaxy number density information one adds
signals that are capable of pinning down the functional form of
intrinsic alignments, but one also introduces as another system-
atic, the galaxy bias, which quantifies the lack of knowledge
about how galaxies, i.e. the visible baryonic matter, follow the
underlying dark matter distribution.

It is the scope of this work to elucidate the perfor-
mance of a joint analysis of galaxy shape and number den-
sity information as regards the ability to constrain cosmo-
logical parameter in presence of general and flexible mod-
els of intrinsic alignments and galaxy bias. In doing so we
incorporate several cosmological signals which have been
considered before as promising probes of cosmology them-
selves, including galaxy clustering from photometric red-
shift surveys (Blake & Bridle 2005; Dolney et al. 2006; Zhan
2006; Blake et al. 2007; Padmanabhan et al. 2007) galaxy-
galaxy lensing (e.g. Schneider & Rix 1997; Guzik & Seljak
2001, 2002; Seljak 2002; Seljak et al. 2005; Yoo et al. 2006;

Johnston et al. 2007; Cacciato et al. 2009) and lensing mag-
nification (Broadhurst et al. 1995; Zhang & Pen 2005, 2006;
van Waerbeke 2010). We follow the ansatz outlined in Bernstein
(2009) and extend the investigation by Bridle & King (2007)
who considered the residual information content in galaxy shape
correlations after marginalising over the parameters of two log-
linear grid models representing the II and GI terms. We quantify
the cross-calibration properties of the joint set of observables
and determine the requirements on cosmological surveys to effi-
ciently apply this joint approach.

This paper is organised as follows: In Sect. 2 we give an
overview on the two-point correlations that form part of the
galaxy shape and number density observables, and we derive
their explicit form. Two appendices provide further details.
Section 3 demonstrates how we model the different signals and
their dependence on cosmology. We introduce a general grid
parametrisation for the intrinsic alignments and the galaxy bias.
Furthermore we summarise our Fisher matrix formalism and the
figures of merit we employ. In Sect. 4 we present our results on
the dependence of the parameter constraints on the freedom in
the model of intrinsic alignments and galaxy bias, the character-
istics of the redshift distributions, and the priors on the different
sets of nuisance parameters. Finally, in Sect. 5 we summarise our
findings and conclude.

2. Two-point correlations from cosmological
surveys

Cosmological imaging surveys observe the angular positions and
the projected shapes of huge numbers of galaxies over increas-
ingly large areas on the sky. In addition, by means of multi-
colour photometry, it is possible to perform a tomographic anal-
ysis, i.e. obtain coarse information about the line-of-sight dimen-
sion in terms of photometric redshifts (photo-z). From the galaxy
shapes in a given region of space, one can infer the ellipticity

ϵ(i)(θ) = γ(i)G (θ) + γ
(i)
I (θ) + ϵ

(i)
rnd(θ) , (1)

where the superscript in parentheses assigns a photo-z bin i.
The observed ellipticity ϵ has contributions from the gravita-
tional shear γG and an intrinsic shear γI, which is caused by
the alignment of a galaxy in its surrounding gravitational field.
Moreover, ϵ is assumed to have an uncorrelated component ϵrnd,
which accounts for the purely random part of the intrinsic orien-
tations and shapes of galaxies. Note that (1) is only valid if the
gravitational shear is weak, see e.g. Seitz & Schneider (1997);
Bartelmann & Schneider (2001) and for certain definitions of el-
lipticity.

Likewise, the positions of galaxies can be used to construct
an estimate of the number density contrast

n(i)(θ) = n(i)m (θ) + n(i)g (θ) + n(i)rnd(θ) , (2)

which is determined by the intrinsic number density contrast
of galaxies ng and the alteration of galaxy counts due to lens-
ing magnification nm. An uncorrelated shot noise contribution is
added via nrnd. In contrast to ϵ(i)(θ) the number density contrast
n(i)(θ) can obviously not be estimated from individual galaxies.
One can understand n(i)(θ) as the ensemble average over a hypo-
thetical, Poisson-distributed random field of which the observed
galaxy distribution is one particular representation. The formal
relation between the projected number density contrast as used
in (2) and the three-dimensional galaxy number density fluctua-
tions will be provided below, see (12).

2

C✏i✏j = CGiGj + CGiIj + CIiGj + CIiIj

Measured Unlensed
galaxies

Lensed galaxy 
contributions
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Complications: Shear calibration

• Incomplete correction of the atmospheric and instrumental 
PSF can induce additive and multiplicative shear errors

Spurious Shear in Weak Lensing with LSST 15

(a)

(b)

(c)

Figure 8. The absolute ellipticity correlation function for the
fiducial galaxies before PSF correction (dotted black) and the
absolute shear correlation function after PSF correction (solid
green) for (a) perfect PSF models, (b) perfect non-stochastic PSF
models, and (c) PSF models constructed with a 5th-order polyno-
mial fit to bright stars. The absolute ellipticity correlation func-
tion (dashed red) in each case is plotted for comparison. All curves
are the medians of 20 different realisations under the fiducial ob-
serving condition, with the error bars indicating the standard
deviation in the 20 curves divided by

p
20. Negative values are

plotted with open symbols.

Figure 9. Absolute spurious shear correlation function after com-
bining 10 years of r- and i-band LSST data when a standard
KSB algorithm is implemented and the PSF is modeled at dif-
ferent levels: non-stochastic PSF knowledge only (dashed) and
partial stochastic PSF knowledge from polynomial interpolation
of stars (solid). Red lines indicate the pessimistic case assuming
N

e↵

= 184 while the green lines show the optimistic case when
N

e↵

= 368 is assumed. All curves are the medians of 20 different
realisations under the fiducial observing condition, with the error
bars indicating the standard deviation in the 20 curves divided
by

p
20. Negative values are plotted with open symbols.

analysis. From Appendix D, we estimate N

e↵

to be between
184 and 368, with N

e↵

= 184 being the most pessimistic
scenario and N

e↵

= 368 being the most optimistic.
Consider now the three scenarios described in Section 7,

where KSB is used to correct for the PSF effects and the
three levels of PSF modelling are assumed. For a hypothet-
ical perfect PSF modelling technique, the shear errors in
individual frames are already consistent with zero, so there
is no need to discuss the combined results here.

For the second case, we know only the non-stochastic
component of the PSF. In this case, spurious shear correla-
tions result from not modelling any of the stochastic compo-
nent of the PSF shape. In the combined dataset, the latter
contribution can be estimated by taking the solid spurious
shear correlation function in Figure 8 (b) and multiply by
1/N

e↵

to account for the averaging of the stochastic spurious
shear correlation.

When both the non-stochastic and stochastic PSF com-
ponents are modeled using a 5th-order polynomial model fit-
ted to the stars, we assume that the smoothly varying non-
stochastic PSF component is fully modeled and the spurious
shear is mainly due to stochastic PSF modelling errors. The
combined shear correlation function then can be estimated
by scaling the spurious shear correlation function in Figure 8
(c) by 1/N

e↵

.
The total expected spurious shear correlation functions

from combining N

e↵

exposures for the latter two cases are
shown in Figure 9.

c� 2011 RAS, MNRAS 000, 1–18

Chang et al 2012 (1206.1378)

✏i = (1 +mi)✏i + a

multiplicative
bias 

additive
bias

observed

Additive shear from PSF
Eff. Exposures/gal =184-368
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Starts, duration

WFIRST-AFTA

~2023, 5-6 yr

Imaging/
weak lensing

(0<z<2.)

68 gal/arcmin2

3 near-IR bands
927-2000nm

BAO/RSD

20m Hα ELGs
z = 1–2,

2m [OIII] ELGS 
z = 2–3

Spec. res. Δλ/λ 550-800 (slitless)

Diameter (m) 2.4

FoV (deg2) 0.281

Spec. range 1.35-1.95 mm 

Area (deg2) 2,400 (S)

pixel (arcsec) 0.12

Euclid

2020 Q2, 7 yr

30-35 gal/arcmin2

Broad visible band 
550– 900 nm 

~20-50m Hα ELGs
z~0.7-2.1 

250 (slitless)

1.3

0.54

1.1-2 mm 

15,000 (N + S)

0.13

Stage IV DESI LSST

~2018, 5 yr 2020, 10 yr

~30 gal/arcmin2

6 visible bands
320-1080 nm

20-30m LRGs/[OII] 
ELGs 0.6 < z < 1.7,

1m QSOs/Lya 
1.9<z<4

3-4000 (Nfib=5000)

4 (less 1.8+) 6.7

7.9 10

360-980 nm

14,000 (N) 20,000 (S)

0.7

SN1a
2700 SN1a 
z = 0.1–1.7

IFU R=75 spectro.

104-105 SN1a/yr
z = 0.–0.7

photometric

Based on publicly available data

Multi-probe and survey approach

• Upcoming Surveys:  Different strengths & systematics
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multiple catalogs, but to do it properly, it is important to have access to the pixel data from both experiments
at once to properly estimate robust colors for each galaxy. It will be a significant technical challenge to
develop a framework that will work with the different kinds of image data in a coherent analysis.

3.2 Large-scale structure

Figure 1: The chart shows how the complementarity of LSST, Euclid and WFIRST contributes to significant improvement in constraints
on cosmological parameters. As described in the text, the improved constraints on �8 come from the mitigation of intrinsic alignment and other
systematics in weak lensing; the improved constraints on the sum of neutrino masses

P
m⌫ (in eV) comes from the combination of the weak

lensing, CMB convergence maps, and galaxy clustering, in particular by reducing the multiplicative bias in shear measurement. Note that the space
based surveys are assumed to have used ground based photometry to obtain photo-z’s.

Measurements of large-scale structure probe dark energy via baryonic acoustic oscillation features in
the galaxy power spectrum. In addition, the full shape and amplitude of the power spectrum measure the
clustering of matter, if one can also measure the biasing of galaxies relative to the matter. This provides new
avenues to measure the properties of dark energy and probe gravity.

The upcoming generation of spectroscopic surveys will make detailed maps of the large-scale structure
of the universe. DESI, PFS, Euclid and WFIRST will focus on measuring galaxy clustering by obtaining
spectra of tens of millions of galaxies over redshift ranges from z ⇠ 0.4 � 3.5. The surveys complement
each other using a variety of spectral lines (H↵, OII, CII) and galaxy types (ELG and LRGs) as tracers and
through having distinct, but overlapping, redshift ranges. DESI and Euclid will be wider surveys, while PFS
and WFIRST will go deeper on smaller areas of the sky.

The combination of spectroscopic and lensing data enables a test of general relativity on cosmological
scales. The spectroscopic data provides information about galaxy positions and motions determined inertial
masses moving in the local gravitational potential. The imaging data, by contrast, shows the effect of
space-time curvature on the trajectories of photons. If general relativity is the correct description of gravity
then these will agree. Spectroscopic and photometric galaxy cluster surveys from WFIRST, LSST, Euclid
and DESI, and others, and their cross-correlation with contemporary CMB polarization (CMB lensing) and
temperature (CMB lensing and kinetic Sunyaev-Zel’dovich) data will provide coincident, complementary
dynamical and weak lensing tests of gravity in halos two to three orders of magnitude more massive than
the galaxies within them. Thus we expect powerful tests of gravity by a joint analysis of the three surveys.

10

Where does WFIRST fit in?

• Alone: Strong individual cosmological constraints to z~3.5
– From deep photometric & multi-z spectroscopic surveys, plus extensive 

spectroscopic SN survey

• In combination: Important role in systematic mitigation 
– White paper: "The Whole is Greater than the Sum of the Parts: Optimizing the

Joint Science Return from LSST, Euclid and WFIRST“ 
http://arxiv.org/abs/1501.07897

Credit: Jain et al 1501.07897
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occur in well over 1% of cases. As the photo-z scatter and catastrophic failure rate increase, information
is degraded and dark energy constraints will weaken. Furthermore, if there are nonnegligible (>⇠ 0.2%)
systematic offsets in photo-z’s or if the �z distribution is mischaracterized, dark energy inference will be
biased at levels comparable to or greater than expected random errors. As a result, careful calibration and
validation of the photometric redshifts will be necessary for the LSST, WFIRST, and Euclid surveys.

3.6.1 The impact of Euclid and WFIRST near-infrared data on LSST photometric redshifts

The LSST filter system covers the u, g, r, i, z and y passbands, providing substantial leverage for redshift
estimation from z = 0 to z > 6. For the LSST “gold” sample of galaxies, i < 25.3, Figure 2 shows how
the HLS for WFIRST, with four bands comparable in depth to the 10 year LSST survey, (i.e. 5� extended
source depths of YAB=25.6, JAB=25.7, HAB=25.7, and F184AB=25.2), will significantly improve on the
photometric redshift performance from LSST alone. For example, at redshifts z > 1.5, where the Balmer
break transitions out of the LSST y band and into the WFIRST and Euclid infrared bands, the inclusion
of the WFIRST data results in a reduction in �z by a factor of more than two (1.5 < z < 3), and a
reduction in the fraction of catastrophic outliers to <2% across the full redshift range. Euclid’s three-band
NIR photometry, while shallower, will have a much greater overlap with LSST and will also provide a
quantitative improvement in LSST photo-z’s. Combining the LSST, WFIRST and Euclid photometric data
effectively will depend, however, on the details of the respective filter systems, their signal-to-noise, our
ability to extract unbiased photometric measurements from extended sources (e.g. the deblending of sources
using the higher spatial resolution of the WFIRST data), and the accuracy of the photometric calibration of
the data both across the sky and between the near-infrared and optical passbands.

Figure 2: A comparison of the relative photometric redshift performance of the LSST optical filters (left panel) with a combination
of LSST and WFIRST filters (right panel). The simulated data assumes a 10-year LSST survey and a “gold sample” with i < 25.3.
The addition of high signal-to-noise infrared data from WFIRST reduces the scatter in the photometric redshifts by roughly a
factor of two (at redshifts z > 1.5) and the number of catastrophic outliers by a factor of three. These simulations do not account
for deblending errors or photometric calibration uncertainties, and assume complete knowledge of the underlying spectral energy
distributions of galaxies as an ensemble.

15

Where does WFIRST fit in?

• Systematic mitigation from combined photometric, spectroscopic + Stage III 
CMB convergence data

– Improved lensing measurements (IA and calibration constraints)
– Broader redshift range of spectroscopic samples

• Improved photometric redshift calibration: multiple bands WFIRST 4-bands (J,H, 
F184, Y) and LSST (6-band ugrizy) 

– Halves scatter
– 33% reduction in outliers
(excludes calibration and 
deblending errors)

Credit: Jain et al 1501.07897
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Where does WFIRST fit in?

• Improved photometric calibration: WFIRST IFU spectroscopic training sets.  
– Euclid and WFIRST grisms only                                                         effective 

for limited ranges of z

• Shear calibration and systematic mitigation: 
– Expect surveys to have different individual shapes (different effective 

resolutions, wavelength and shear estimation methods).
– Compare reconstructed shear maps from each survey. WFIRST will not suffer 

from wide-band chromatic PSF issues Euclid may face.

• Deblending: For the main survey, Euclid will cover broader range of sky and help 
galaxy and galaxy-star. WFIRST will be helpful for LSST Deep Drilling Fields.

LSST$&$WFIRST$Weak$Lensing$DETF$FoM$is$>1.6x$larger$

if$can$train$at$z>2$with$IFU$

A$bigger$issue$for$WFIRST$WL:!J$or$HHlimited$sample$skews$to$higher$z!

99% of LSST Gold Sample

Figure: C. Cunha

nread=76

nread=773

Figure 3: Predictions of the fraction of LSST weak lensing sample objects that would yield a secure (multiple-confirmed-feature)
spectroscopic redshift, based either on 1440-second exposure time with WFIRST (colored regions) or 10 nights’ open-shutter-
time spectroscopy with the Subaru/PFS spectrograph (black curve) WFIRST IFU spectroscopy would provide training redshifts for
objects at higher z than are easily accessible from the ground, particularly if read noise per pixel is small (the colored regions
indicate a range of feasible scenarios). Longer exposure times (e.g., in supernova fields or by optimized dithering strategies) could
enhance the success rate further.

3.6.2 Mitigating systematics with WFIRST and Euclid spectroscopy

The optimization of photometric redshift algorithms and the calibration of photometric redshift uncertainties
both require spectroscopic samples of galaxies. If simple algorithms are used, more than 100 spectroscopic
survey regions (of ⇠0.25 deg2) with at least 300-400 spectroscopic redshifts per region may be required
to optimize a photometric redshift algorithm (whether by refining templates and photometric zero points or
as input for machine learning algorithms) to ensure that their accuracy is not limited by sample variance
in the spectroscopic training set (Cunha et al. 2012); with techniques that take this variance into account,
15-30 fields may be sufficient (Newman et al. 2014). An ideal training set would span the full range
of properties (including redshifts) of the galaxies to which photometric redshifts will be applied. To the
degree to which we do not meet this goal, we can expect that photometric redshift errors will be degraded,
weakening constraints on dark energy as well as other extragalactic science.

Current spectroscopic samples fare well; surveys to R = 24.1 or i = 22.5 (more than two magnitudes
shallower than the LSST “gold sample”) with 8-10m telescopes have obtained >99% secure redshifts for
21-60% of all targeted galaxies, and >95% secure redshifts for 42-75% of the galaxies (incorrect redshift
rates above 1% would lead to photo-z systematics that exceed LSST requirements). WFIRST spectroscopy
can address these limitations in a number of ways. Depending on the final configuration and dithering
strategy for WFIRST, an object in the LSST weak lensing sample will fall on the IFU field-of-view at least
10% (and up to ⇠ 100%) of the time. Most objects in this sample would yield a successful redshift with a
⇠ 1440 sec exposure (see Figure 3). For an IFU with a 3“ ⇥ 3“ field-of-view, at least 10,000 spectra down
to the LSST weak lensing depth, corresponding to roughly 20,000 down to the WFIRST limits, would be
measured concurrently with the WFIRST HLS (with minimal impact from sample/cosmic variance). This
spectroscopy would have very different incompleteness from ground-based samples, allowing a broader
range of galaxies to have well-trained photometric redshifts, with accuracy limited by the imaging depth

16

Credit: Jain et al 1501.07897


